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End Semester Examination of Semester—II, 2015
Subject : ECONOMICS (HONS.)
Paper : IV
Full Marks : 40
Time : 2 Hrs

The figures in the margin indicate the marks
corresponding to the question

Candidates are requested to give their answers
in their own word as far as practicable.

Tllustrate the answers whenever necessary

Group A

Answer any two out of the four questions : 10x2=20

1. Derive the standard error of Sample mean for both SRSWR
(Simple Random Sampling with Replacement) and
SRSWOR (Simple Random Sampling without Replace-
ment).

2. Find the mean and variance of x for each of the following :
@ fx) =ex x>0

(ii) f(x) =%e-'xl —o<x <

3. Define normal distribution and state its various properties.
What is the importance of the normal distribution in
statistics?

4. i) A bag contains 5 white and 8 red balls. Two drawings




(2)

of 3 balls are made such that (i) the ball are replaced
before the second trial and (ii) the balls are not replaced
before the second trial. Find the probability that first
drawing will give 3 white balls and second 3 red balls
in each case.

ii) The overall percentage of failures in a certain exami-
nation is 40. What is the probability that out of a group
of 6 candidates at least 4 passed the examinations?

Group B

Answer any two out of the four questions : 5x2=10

5.

If A, B are two events then prove that

P(A) = P(AB) + P(AB)

and if A and B are mutually independent events then find
P(AUB).

i) Define probability density function.

ii) If the random variable x has the density function -

1
—, —2<x<2
fx) = {4
0, elsewhere
obtain
P{x<1}, P{x| > 1}, P{(2x + 3) > 5} 1+4

State and prove the Baye’s Theorem of Probablity.



8. The following table gives the joint distribution of X and
y :
SN[ o 1 2
1 0-3 0-2 0-1
2 0-1 0-0 0-3
Determine the correlation co-efficient between x and ¥-
Group C
Answer any five questions : 2x5=10
9. What is the difference between sampling error and non-
sampling error?
10. Explain the terms ‘estimate’ and ‘estimator’. State the
criteria for a good estimator.
11. Define null and alternative hypothesis.
12. If a random variable x follows a Poisson distribution such
that P(x =1 ) = P(x = 2), find the mean and variance of
x and P(x = 0).
13. If y = a + bx where ‘a’ and ‘b’ are constant. Prove that
E(y) = a + b E(x).
14. Distinguish between attribute and variable.
15. What do you understand by Type-I and Type-II error?

(3)
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16.
17.
18.

(4)
Define level of significance?
Find the mean of Poisson distribution?

Suppose A and B are any two events and that P(A) = Py,
P(B) = P, and P(AﬁB) = Ps.
Show that i) P(AUB) = 1 — P,.
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